
VitalVideos-Worldwide: A large and diverse rPPG dataset with rich ground
truths

Toye Pieter-Jan
VitalVideos

West-Vlaanderen, Belgium
pj@vitalvideos.org

Abstract

We collected a new dataset consisting of 7000 unique par-
ticipants from three geographical regions: Western-Europe,
South-Asia and West-Africa. For every participant we
recorded 60 seconds of video using two cameras simultane-
ously, an industrial camera and a smartphone. For ground
truth we collected PPG waveform, respiration waveform,
3-lead ECG, heart rate, oxygen saturation and blood pres-
sure. Gender, age and Fitzpatrick skin tone were also reg-
istered for every participant. The dataset was collected
in a diverse set of locations to ensure a wide variety of
backgrounds and lighting conditions. Request access to the
dataset through vitalvideos.org

1. Introduction

The use of smartphone cameras for remote vital sign mea-
surement has the potential to make a significant impact on
a global scale. This technology is particularly promising
because of the widespread availability of smartphones.

The existence of large and high-quality public datasets
is essential for the rate of progress. Public datasets elimi-
nate the need for researchers to collect their own data, which
lowers the bar to entry. Furthermore, they enable us to repli-
cate each other’s work and facilitate benchmarking.

While there are already several public datasets [1, 2, 4–
10, 12–25] available for researchers to use, most of these
datasets are relatively small (10-100 participants) and pri-
marily consist of young, male participants with lighter skin
types. Many datasets also have a limited number of refer-
ence values, mostly limited to PPG waveform and heart rate
although some datasets contain ground truths for respiration
data [9, 12, 17, 19] or blood pressure [10, 25].

In an effort to address these limitations and contribute to
both academic research as well as ongoing product devel-
opment in this field, we have created a dataset that aims to
include a large number of participants, has participants of

all ages between 18-100, contains roughly equal numbers
of participants of all skin tones and contains rich ground
truth values. By providing researchers from both academia
and industry with access to subsets of this data, we hope to
enable both new research as well ongoing product develop-
ment for rPPG applications.

2. Related work

As shown in Table 1, most publicly available rPPG datasets
have focused on small, homogeneous participant groups
with limited physiological ground truths. Popular datasets
like PURE [20] AFRL [3], and UBFC-RPPG [1] are con-
strained to under 50 subjects, typically young adults with
lighter skin tones, and often only include ground truth for
the PPG waveform, heart rate and oxygen saturation. More
recent datasets such as MSPM [19], VitalVideos-EU [23],
and SCAMPS [12] have begun to address these limitations
through larger, more diverse participant pools or synthetic
data. These newer datasets also incorporate more ground
truth values such as blood pressure or respiration rate. How-
ever, these datasets still fall short either in participant diver-
sity, environmental diversity or missing ground truths (such
as ECG).

Compared to this prior work, our dataset significantly
expands both in breadth and depth. It includes over 7000
participants across three continents, ensuring balanced rep-
resentation across gender, age, and Fitzpatrick skin type.
Unlike most datasets that capture under-controlled lab con-
ditions, our data spans over 30 locations including outdoor
environments, with both natural and artificial lighting. Crit-
ically, each recording contains synchronized waveforms for
PPG, respiration, and 3-lead ECG, alongside oxygen satu-
ration, heart rate, and paired pre/post blood pressure val-
ues, making it the only large-scale public dataset with such
comprehensive ground truth. This combination makes our
dataset uniquely suited for training and benchmarking ro-
bust rPPG models in real-world conditions.
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Table 1. Comparison of rPPG datasets (adapted from [11]).

Dataset Subjects Resolution FPS PPG HR SpO2 BP RR ECG
MAHNOB-HCI [17] 27 780×580 61 ✓ ✓
BP4D [25] 140 1040×1392 24 ✓
VIPL-HR [14] 107 960×720 25 ✓ ✓ ✓
COHFACE [5] 40 640×480 20 ✓
UBFC-RPPG [1] 42 640×480 30 ✓ ✓
UBFC-PHYS [13] 56 1024×1024 35 ✓
RICE CameraHRV [16] 12 1920×1200 30 ✓
MR-NIRP [15] 18 640×640 30 ✓
PURE [20] 10 640×480 60 ✓ ✓
rPPG [8] 8 1920×1080 15 ✓ ✓
OBF [9] 10 1920×1080 60 ✓ ✓ ✓
PFF [6] 13 1280×720 50 ✓
VicarPPG [22] 20 720×1280 30 ✓
CleanerPPG [4] 10 1280×720 60 ✓ ✓
CMU [2] 14 25×25 15 ✓
SCAMPS [12] 2800 320×240 30 ✓ ✓ ✓
VitalVideos-EU [23] 850 1920×1080 30 ✓ ✓ ✓ ✓
RLAP [24] 58 640x480 30 ✓
SUMS [10] 10 1280x720 60 ✓ ✓ ✓
MMPD [21] 70 1920x1080 90 ✓ ✓ ✓
MSPM [19] 103 1920x1080 30 ✓ ✓ ✓ ✓
iBVP [7] 30 640x480 30 ✓
AFRL [3] 10 640x480 30 ✓ ✓ ✓
Ours 7000 960×1056 / 1920×1080 60 ✓ ✓ ✓ ✓ ✓ ✓

3. Methodology

3.1. Data collection procedure

Participants were seated at a distance of 40 to 70 cm in front
of a tripod with a camera and smartphone. The blood pres-
sure cuff, respiration belt, ECG leads and pulseoximeters
were attached to the participant.

After some rest, blood pressure is measured two times
to check for stability. The second result is registered if re-
sults indicate stability. The participant is then instructed to
rest the arms and fingers and look straight into the camera.
When the participant has complied, we record 60 videos
from both cameras simultaneously as well as the reference
values: both pulseoximeters, heart rate, oxygen saturation,
respiration rate and ECG. As soon as the recording is fin-
ished a final blood pressure measurement is performed and
registered.

3.2. Equipment

3.2.1. Waveform sensors

Two pulse oximeters were used. The first was a Contec
CMS50D+ with a sampling frequency is rated at 60 Hz,
with practical performance between 57–60 Hz, while HR
and SpO2 are sampled at 1 Hz. The second was a raw BVP
sensor with a sampling frequency of 500 Hz. A respiration
belt and 3-lead ECG (inner wrists and right ankle) sampling
at 500 Hz completed the waveform sensor setup.

3.2.2. Blood pressure monitor

Blood pressure was measured using a MicroLife BP B2 Ba-
sic device equipped with small, medium, and large cuffs to
accommodate arm circumference variation.

3.2.3. Cameras
Camera 1. Basler acA1440-220uc industrial camera with
Basler C125-0418-5M lens, connected via USB 3.0. Set-
tings: resolution 960×1056, 60 FPS, gain/ISO 0, expo-
sure time 1/83s (12ms). Videos were recorded at 60 sec-
onds length, using libx264 lossless compression (MP4 con-
tainer), resulting in about 4GB per recording. Framing cap-
tured the entire face, chest, and shoulders.

Camera 2. iPhone 15 Pro smartphone. Settings: resolu-
tion 1920×1080, 60 FPS, SDR video. Recordings were 60
seconds, encoded in ProRes (slightly lossy) within a MOV
container, yielding about 3GB per recording. Framing cap-
tured the entire face, neck, and parts of the upper chest.

3.3. Software
We made use of a custom GUI to point the camera, monitor
waveform quality and enter participant metadata.

3.4. Recording environments
Recording was done in over 30 different locations, inside
and outside, making use of both artificial and natural light.
When light intensity was too low a ring light was added to
supply extra light to the face of the participant.

3.5. Dataset statistics
Figure 1 shows the basic demographic information of par-
ticipants along with the distribution of systolic and diastolic
blood pressure values.

3.6. Sample data and waveform examples
Figure 2 shows blurred and anonymized sample frames
from both the industrial camera and the smartphone. Fig-
ures 3 and 4 show 10-second segments of raw PPG wave-



Figure 1. Dataset demographics and BP distribution.

(a) Basler frame (b) iPhone frame

Figure 2. Left: industrial camera. Right: smartphone camera.

forms from two participants. Figures 5 and 6 display 10-
second excerpts of ECG and respiration signals, respec-
tively. Finally, Figure 7 illustrates the structure and con-
tents of the ground truth metadata file associated with each
recording.

4. Baseline results

For baseline evaluation, we applied three standard rPPG al-
gorithms—G, CHROM, and POS—on a random 70 partic-

Figure 3. 10sec PPG waveform 1

Figure 4. 10sec PPG waveform 2

Figure 5. 10sec ECG waveform

Figure 6. 10sec RR waveform

ipant subset of the dataset to estimate heart rate and assess
pulse signal quality. These methods were implemented us-
ing open-source code. We report the mean absolute error
(MAE) for heart rate and signal-to-noise ratio (SNR) for
pulse waveform quality. Among the tested methods, POS
achieved the lowest mean absolute error (0.915 BPM) and
the best SNR (10.513 dB).

https://github.com/prouast/heartbeat


Figure 7. JSON ground truth file structure

Table 2. Preliminary results on a subselection of the dataset

Method Heart rate Pulse wave
MAE SNR

G 9.000 -10.483
CHROM 1.840 7.548
POS 0.915 10.513

5. Discussion

5.1. Reflection and suggestions for future datasets
The inclusion of an iPhone 15 Pro smartphone in this
dataset improves ecological validity by introducing high-
quality mobile recordings. Future expansions could benefit
from also incorporating an Android device, which would
help expose models to differences in the Android video
processing pipeline. Adding a near-infrared (NIR) cam-
era could further extend modality diversity, enabling explo-
ration of cross-spectral approaches.

Another valuable addition would be blood sample data,
including parameters such as hemoglobin or glucose levels.
These could enable investigation into whether metabolic or

hematological markers can be inferred from facial video.
Lastly, while we included pre- and post-recording blood

pressure measurements, continuous beat-to-beat BP record-
ing (e.g., via Finapres) would offer more precise temporal
alignment with facial signals. However, such equipment is
costly and time-consuming to set up, which currently limits
its feasibility in large-scale data collection.

5.2. Limitations
While the dataset offers substantial scale and diversity, a
few limitations remain. The gender distribution is slightly
skewed, with females being overrepresented relative to
males. Despite recordings being captured under a wide
range of lighting conditions, from 200 lux to 5000 lux, cer-
tain edge cases such as very low-light environments or di-
rect sunlight were not included. Finally, some ECG and
respiration signals exhibit noise artifacts in a subset of par-
ticipants, which may stem from individual skin characteris-
tics, ambient electromagnetic interference, or suboptimal fit
of the respiration belt around the waist.

6. Ethics and availability
6.1. Ethical approval and consent
This study underwent Institutional Review Board (IRB) re-
view in each of the 3 locations which resulted in two ap-
proval letters and one formal determination that IRB ap-
proval was not required.

All participants provided consent to participate in the
dataset. This consent form grants permission to share the
collected data with universities, research institutes, and
companies for the purposes of research and development
(product creation/validation).

6.2. Availability
Anyone can request to use a part of the dataset for research
or model development purposes.

If you or your organization will directly or indirectly
profit from the use of this dataset then an appropriate fee
will be determined. If you or your organization doesn’t di-
rectly or indirectly profit from the use of this dataset and
you promise to publish your work publicly so that others
can replicate your work then you may apply to use part of
the dataset without any charge.

You can request access through vitalvideos.org.

7. Funding
The creation of this dataset was funded from personal sav-
ings and revenues from industrial licenses.

8. Thanks
We thank the numerous people who helped to create this
dataset through their participation, assistance or funding.
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We also thank Philipp Rouast for the open source imple-
mentations of the G, CHROM and POS algorithms used in
calculating the baseline results.

9. Conclusion
We believe this dataset can serve as a valuable founda-
tion for future research and product development in remote
physiological measurement. Its key strengths include its un-
precedented scale, as well as its demographic diversity, with
balanced representation across age, gender, and skin tone.
The recordings span over 30 locations, both indoor and
outdoor, capturing a wide range of backgrounds and light-
ing conditions. Each session includes synchronized high-
quality waveforms for PPG, respiration, and ECG, along
with pre- and post-recording blood pressure measurements.
Finally, the dataset offers high-bitrate video from both an
industrial camera and a modern smartphone, providing data
suitable for a wide variety of modeling pipelines.
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